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Highly Efficient Picture-Based Prediction of
PM2.5 Concentration
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Abstract—Air pollutants do much harm to human safety.
In particular, the fine particulate matter (PM2.5), a complex
air pollutant which is composed of the particles beneath
the aerodynamic diameters of 2.5 μm, very possibly causes
severe diseases since it is easy to intrude into the lungs.
To that end, in this paper, we design a new picture-based
predictor of PM2.5 concentration (PPPC), which employs
the pictures acquired using mobile phones or cameras to
make a real-time estimation of PM2.5 concentration. First,
using a large body of pictures which were captured under
the good weather conditions, i.e., very low PM2.5 concen-
tration, naturalness statistics (NS) models are built upon
entropy features in spatial and transform domains. Second,
for a novel picture, we measure its deviation degree from
the above-mentioned NS models, considering the fact that
the naturalness of a picture tends to reduce with the PM2.5
concentration increased. Third, a simple nonlinear function
is introduced to map the deviation degree to the PM2.5 con-
centration. In comparison to existing relevant state-of-the-
art predictors, sufficient experimental results manifest the
superiority of the proposed PPPC model in terms of predic-
tion accuracy and implementation efficiency.

Index Terms—Naturalness statistics (NS), nonlinear map-
ping, particulate matter (PM2.5) concentration, pictures,
predictor.

I. INTRODUCTION

QUALITY diagnosis and stabilisation analysis have long
served as important and practical research topics for the

modern industry, which constantly receive massive attention
[1]–[3]. The past few decades have witnessed a frustrating en-
vironmental phenomenon that the rapid urbanization and in-
dustrialization are causing and accelerating the deterioration
of air quality, and this has become an alarming global crisis.
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Among all the typical air pollutants, the fine particulate mat-
ter (PM2.5) with the aerodynamic diameters of 2.5 μm or less
has aroused an increased number of attention because those
fine particles are able to easily transmit hazardous chemicals
into the human bodies, and thus bring about serious diseases
by damaging cerebrovascular, cardiovascular, and respiratory
functions. Current measurements or instruments for monitoring
PM2.5 concentration primarily rely on gauging its weight with
physicochemical methods, such as Gravimetric method, β-ray
absorption method, micro oscillating balance method, etc., [4].
By contrast, the β-ray absorption method is popular due to its
wide application scopes. In implementation, PM2.5 is first gath-
ered on a filter paper followed by a bunch of β rays is irradiated.
When the rays go through the filter paper and particulate mat-
ter, it attenuates because of scattering. The attenuation degree is
proportional to the weight of PM2.5. Therefore, the weight of
PM2.5 can be counted based on the attenuation of β rays. How-
ever, the above-mentioned sensor-based PM2.5 measurements
inevitably introduce high cost of setup and maintenance, and
this must make them unavailable to the majority of regions. So,
one kind of effective, efficient, and handy solution is the pursuit
of replacing the traditional sensor-based PM2.5 measurements.

To date, due to the mighty functions and broad application
areas, smart phones have become one of the most significant
tools in daily lives, accompanying us at anywhere and anytime.
In certain degrees, smart phones have even turned out to be a real
human sixth sense. By means of mobile phones, we are able to
easily take photos at any time, to describe and record the things
happening around us followed by being sent and saved through
ubiquitous wireless networks into private or public clouds for
personal access or shared to the others. It will provide such an
affordable way to monitor air quality if the PM2.5 concentration
can be efficiently and effectively estimated from the captured
pictures. In spite of great values, very few works have been
devoted to this type of research so far. To the best of our knowl-
edge, only Liu et al. put forward a solution, which learns six
features extracted from pictures [5]. The dark channel prior was
first used to estimate the image transmission, and then contrast
and entropy of pictures were measured as features. Besides, the
influences of the color of sky and the location of sun on the esti-
mation of PM2.5 concentration were taken into consideration as
well and used for features. The authors deploy the support vec-
tor regressor [6] to combine all the features to predict the PM2.5
concentration. Nonetheless, the model highly depends on manu-
ally marked reference regions with different depths beforehand,
and this largely limits its application scopes.
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Fig. 1. Comparison of hue, saturation and value channels in pho-
tos captured under bad and good weather. (a) Mixed sample picture.
(b) Hue map. (c) Saturation map. (d) Value map.

This paper designs a completely blind predictor of
PM2.5 concentration, without any manual assistance, such as
human-labeled areas of interest. Early works have shown that
camera-captured natural images are of multiple statistical reg-
ularities [7]–[11], and these have been successfully utilized for
image restoration, quality measurement, and so forth. Essen-
tially, a straightforward reflection of PM2.5 variations is to alter
the contrast of pictures, particularly in terms of image satura-
tion. For illustration consider the example in Fig. 1. We present
a mixed image of “Tian An Men,” the left and right halves of
which are two photos captured under the bad and good weather,
respectively, and the corresponding hue, saturation, and value
maps [12]. As can be seen, the photo taken under the bad weather
tends to be higher orderly, while the photo acquired under the
good weather tends to be lower orderly. The theoretical foun-
dation behind this observation is twofold: 1) the increase of
PM2.5 reduces the visibility and moreover the contrast of cap-
tured photos [13]–[15]; and 2) the saturation of each pixel in
a picture tends to be zero and the whole saturation map tends
toward stable and orderly, because the saturation can be deemed
as the similarity between one color and its closest natural spec-
trum color [16], which will drop to a very small level when the
PM2.5 concentration is large.

According to the observation and explanation stated above,
we carry out a tentative analysis to the orders of saturation map in
spatial and transform domains. Entropy is a landmark measure of
the order and thereby employed in this research. Via substantial
experiments, it was observed that the entropy features of photos
acquired under the good weather (i.e., very low PM2.5 con-
centration) exhibit the transparent naturalness statistics (NS),
the extreme-value distribution for the spatial domain, and the
Gaussian distribution for the transform domain, respectively. Si-
multaneously, it was also found that the above NS models will be
broken as the weather becomes worse or equivalently the PM2.5
concentration increases. In practical applications, given a new
photo, we first extract the entropy features in spatial and trans-
form domains. Then, we measure the likelihood of naturalness
between the entropy features and NS models, which were estab-

lished based on a great number of pictures captured under the
good weather. Notice that the aforementioned measure is not the
absolute prediction of PM2.5 concentration, but just used to tell
the relative value. Thus, a nonlinear mapping is eventually ex-
erted on the likelihood of naturalness toward the reliable PM2.5
estimation. Results of thorough experiments confirm the supe-
riority of the proposed predictor, with the prediction accuracy
higher than 80%, as compared with many relevant competitors.

In this paper, there are two major contributions, which are
summarized as follows.

1) To the best of our knowledge, we are the first to use the
pictures for estimating the PM2.5 concentration, without
any additional auxiliary information such as depth.

2) This research constructs the first NS model applicable
to the PM2.5 estimation using a large class of photos
that were taken under the condition of very low PM2.5
concentration.

The remainder of this paper is outlined as follows.
Section II illustrates the implementation details about the pro-
posed picture-based predictor of PM2.5 concentration (PPPC).
In Section III, we conduct the performance measure and com-
parison between the PPPC predictor and state-of-the-art relevant
prediction models. Some concluding remarks and future works
are provided in Section IV.

II. METHODOLOGY

In this section, we will detailedly illustrate the proposed
picture-based PPPC prediction model from the three aspects as
follows: feature extraction, likelihood measure, and nonlinear
mapping.

A. Feature Extraction

The direct reflection of a rise in PM2.5 concentration is to
make one picture toward: colorless and low information amount.
Extracting the saturation map from a photo is a good solution to
the above-mentioned first factor (i.e., colorless), since we can
consider saturation to be the similarity between one color and
its closest natural spectrum color [16]. As given in Fig. 1, as
the PM2.5 concentration elevates, the saturation map quickly
reduces to a very small value. In this condition, each pixel’s
saturation in a picture tends to become zero and the overall
saturation map tends to be stable and orderly. Therefore, given
an RGB-format picture, we first extract its saturation map after
transforming it into the HSV color space from the RGB space

S(x, y) =

{
U (x,y )−V (x,y )

U (x,y ) , if U(x, y) �= 0

0, otherwise
(1)

where x and y are separately the pixel index in horizontal and
vertical directions; U(x, y) = max[R(x, y), G(x, y), B(x, y)];
V (x, y) = min[R(x, y), G(x, y), B(x, y)].

Entropy is the most commonly used measure of the order,
so we then compute it in the spatial domain of the saturation
map [20]

HS = −
H∑
i=1

W∑
j=1

P [S(i, j)] · logP [S(i, j)] (2)
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Fig. 2. Histograms of the entropy valueHS in the spatial domain of the
saturation map. Photos acquired under the good weather are well-fitted
by the extreme-value probability density function.

whereH andW independently indicate the height and width of
saturation map; P [S(i, j)] denotes the probability distribution
of S(i, j). We gathered greater than 5000 pictures captured
under the good weather, i.e., PM2.5 concentration less than 12
μg/m3 . The advanced partial least square (APLS) [17], which
merges the improved PLS (IPLS) [18] and the modified partial
robust M-regression algorithm [19], is applied to remove the
outliers. We make use of (1) and (2) to compute the spatial
entropy of these images and plot the histogram, as illustrated in
Fig. 2. The histogram evidently provides an NS regularity: it fits
the extreme-value distribution well. For comparison, we further
collected about 200 pictures that were acquired under the bad
weather, namely PM2.5 concentration superior to 200 μg/m3 .
Similarly, we plot them in Fig. 2 as well. One can obviously
see that the HS value decreases as the PM2.5 concentration
increases. Hence, the entropy valueHS in the spatial domain of
the saturation map is considered as the first feature.

The transform domain is a frequently applied and effective
solution to many scientific research and practical application
problems, e.g., video coding [21]–[23], industrial electronics
[24]–[27], image restoration [28]–[30], etc. This paper takes ad-
vantage of the Haar wavelet decomposition, because its mother
wavelet is concise

ψ(t) =

⎧⎪⎨
⎪⎩

1 0 ≤ t ≤ 0.5

−1 0.5 ≤ t ≤ 1

0 otherwise

(3)

and the associated scaling function φ(t) is simple

φ(t) =

{
1 0 ≤ t ≤ 2

0 otherwise
. (4)

In this paper, the Haar wavelet shows good performance and
more powerful wavelet bases, such as db3, bior2.4 and sym2, as
well as the decompositions based on Curvelet, Contourlet, Ban-
delet, etc., will be taken into consideration in the future work. A
scale-space orientation decomposition is applied to the wavelet
domain feature extraction. In implementation, we deploy the

Fig. 3. Histograms of the entropy value ES in the transform domain of
the saturation map. Photos acquired under the good weather are nicely
fitted by the Gaussian probability density function.

multiscale steerable pyramid structure along the vertical, hori-
zontal, and diagonal directions (LH, HL, and HH). The crucial
detailed information is saved in high-frequency subbands for
conveying the semantic information through the multiscale rep-
resentation. The saturation map is decomposed into five scales.
Considering that the LH and HL subbands in each scale are of
similar statistics, we combine these two subbands together, and
thus generate a total of ten subbands. Then, we compute the
entropy of the wavelet coefficients in each subband

Ek
Z = −

H k
Z∑

i=1

W k
Z∑

j=1

P [Zk (i, j)] · logP [Zk (i, j)] (5)

where Z = {LH + HL,HH}, Hk
Z and Wk

Z are the height and
width of the Z subband at the kth scale; P [Zk (i, j)] denotes the
probability distribution of coefficients in the Z subband at the
kth scale. We emphasize the impact of the HH subbands, and
thereby, define the overall entropy to be

ES =
1
K

K∑
k=1

Ek
LH+HL + ψ · Ek

HH

1 + ψ
(6)

where K is the total number of scales, and ψ is a weighting
parameter higher than one. Here, we assign K = 5 and ψ = 4.
We also compute the ES value of the 5000 photos captured
under the good weather and display the histogram in Fig. 3.
As seen, the histogram nicely fits the Gaussian distribution.
Likewise, we employ the 200 pictures acquired under the bad
weather for comparison and observe that they are deviated from
the Gaussian distribution mentioned above, as provided in Fig. 3.
Therefore, the entropy value ES in the transform domain of the
saturation map is used as the second feature.

B. Likelihood Measure

In the context, we have found two good features. For the
pictures captured under the good weather, the two features of
these images well-conform to the certain NS regularities. By
contrast, the injection of PM2.5 destroys the NS regularities,
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clearly deviated from the extreme-value distribution and the
Gaussian distribution, as exhibited in Figs. 2 and 3. Given a new
photo, its associated PM2.5 concentration can be reflected by
its likelihood of naturalness based on the aforementioned NS
models. To compute the likelihood, the NS models (including
the model parameters) should be determined beforehand.

First of all, for the entropy feature of the saturation map in the
spatial domain, as shown in Fig. 2, its histogram can be nicely
fitted by an extreme value probability density function which is
expressed by

QV =
1
d

exp
[
HS − u

d
− exp

(
HS − u

d

)]
(7)

where QV represents the likelihood of a picture being natural
given its spatial entropy value HS , u and d are, respectively,
the model parameters to be fitted. In this paper, we exploit the
maximum likelihood estimation (MLE) [31] to search for the
optimal model parameters by maximizing the probability of
observations generated by the model

arg max
ξ

QV (f ; ξ) (8)

where ξ = {u, d}, f = {f1 , f2 , . . . , fn}, and n is the number
of all the observations. We suppose that each observation is
independent of all others and apply the natural logarithm to (8),
yielding

L(f ; ξ) = arg max
ξ

QV (f ; ξ)

= arg max
ξ

n∑
i=1

lnQV (fi ; ξ)

= arg max
ξ

n∑
i=1

fi − u

d
−

n∑
i=1

exp
(
fi − u

d

)
− n ln d.

(9)

We obtain the partial derivative of the function L(f ; ξ) with
respect to u and d

∂L

∂u
=
n

d
− 1
d

n∑
i=1

exp
(
u− fi
d

)
(10)

∂L

∂d
= nd−

n∑
i=1

(fi − u) +
n∑
i=1

(fi − u) exp
(
fi − u

d

)
.

(11)

Letting the two equations above equal to zero, we derive the
optimal estimations of model parameters

n

d
− 1
d

n∑
i=1

exp
(
u− fi
d

)
= 0 (12)

nd−
n∑
i=1

(fi − u) +
n∑
i=1

(fi − u) exp
(
u− fi
d

)
= 0. (13)

Obviously, we cannot directly find the analytical solution of
the aforesaid two equations. This paper employs the Newton–
Raphson to iteratively find the numerical solution and finally

obtains the optimal estimations: u = 7.1325 and d = 0.3485. In
Fig. 2, we plot the fitting curve based on these model parameters.

Next, as for the entropy feature of the saturation map in the
transform domain, as shown in Fig. 3, the histogram can be well-
fitted by a Gaussian probability density function as defined as
follows:

QG =
1√
2πσ

exp
[
− (ES − μ)2

2σ2

]
(14)

where QG means the likelihood of naturalness given a photo
with its transform-based entropy value ES and μ and σ sepa-
rately indicate the model parameters to be fitted. Similarly, we
use the MLE to solve the best estimations of model parameters
and derive μ = 0.0565 and σ = 0.0086. In Fig. 3, we deploy
these model parameters to plot the fitting curve.

Given a new photo, we first extract its saturation map and the
corresponding spatial and transform-based entropy features (HS

andES ) using (2)–(6). Next, we calculate the likelihoodQV and
QG based on (7)–(14). The overall likelihood of naturalness is
ultimately defined as the multiplication of two components as
follows:

Q = Qw
V ·Q1−w

G (15)

where w is a weighting coefficient. In this paper, we simply
assign w = 0.5 to make the two components have the same
contribution.

C. Nonlinear Mapping

The overall likelihood Q is not the absolute prediction of
PM2.5 concentration, but used to provide the relative value.
In other words, for a group of pictures, the larger the overall
likelihood, the smaller the PM2.5 concentration. Therefore, a
nonlinear mapping is needed to convert the overall likelihood of
naturalness to the final PM2.5 estimation.

According to the above concern, we require a nonlinear map-
ping which improves the performance accuracy but does not
influence the monotonicity of input data. There are three logis-
tic functions in line with this demand as follows:

SE (Q) =
α1

1 + exp (α2 −Q
α3

)
(16)

SE (Q) =
β1 − β2

1 + exp ( β3 −Q
β4

)
+ β2 (17)

SE (Q) = γ1

[
1
2
− 1

1 + exp (Q−γ2
γ3

)

]
+ γ4Q+ γ5 (18)

where {α1 , . . . , α3}, {β1 , . . . , β4}, and {γ1 , . . . , γ5} are three
teams of free parameters to be ascertained during the curve
fitting process. Via comparison to be illustrated in Section III,
there exist very few differences between the above three func-
tions, and consequently, in this paper, we select the simplest
three-parameter nonlinear function.

In implementation, given a novel picture with its overall like-
lihood Q, we make use of (16) to generate the estimated score
SE , namely the final estimation of PM2.5 concentration. To-
ward enhancing the readability of this paper, as shown in Fig. 4,
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Fig. 4. Basic flowchart to illustrate how to use the PPPC predictor to estimate PM2.5 concentration.

we present a basic flowchart to illustrate the whole process of
the proposed PPPC model.

III. EXPERIMENTS

This section is devoted to demonstrating the superiority of the
proposed method in terms of prediction performance and im-
plementation speed. To this aim, this section is composed of the
subsequent eight aspects: testing dataset, competing methods,
performance benchmarking, numerical comparison, visualized
comparison, statistical significance comparison, runtime com-
parison, and discussion.

A. Testing Dataset

We first established a specific picture dataset for PM2.5
concentration estimation, which involves 750 pictures in total.
Those pictures contain different scenes, such as square, fly-
over, temple, roads, lakes, buildings, cars, parks, etc. They were
captured at the diversified locations and seasons and under the
various weather situations during the last three years. All pho-
tos are of a wide range of image resolutions from 500 × 261 to
978 × 550. As for each of pictures above, we retrieved the as-
sociated PM2.5 value from the historical data of hourly PM2.5
concentration measurements provided by the U.S. embassy in
Beijing. The PM2.5 concentration has a range from 1 to 423,
and we plot their histogram as exhibited in Fig. 5.

B. Competing Methods

In this paper, we have collected ten state-of-the-art or popu-
lar relevant prediction models, which can be divided into three
types according to their application scenarios. The first type is
composed of three lately devised models based on NS, namely
IL-NIQE [32], ASIQE [33], and LPSI [34]. In this paper, the
authors have established some NS models using high-quality
pictures and their quality scores will decrease when several vari-
ations are exerted on the pictures. The second type involves a pair
of state-of-the-art models, namely NIQMC [35] and BIQME
[36]. The two studies were developed specific to the quality
evaluation of contrast-altered pictures, relevant to the picture-
based prediction of PM2.5 concentration since PM2.5 has an
immense impact on the camera-captured pictures. The third
type consists of five popular algorithms devoted to sharpness/
blurriness measurements, namely S3 [37], FISH [38], FISHbb
[38], ARISMC [39], and BIBLE [40].

Fig. 5. Histogram of PM2.5 concentrations of 750 pictures.

C. Performance Benchmarking

This paper introduces three evaluation measures in light of
their different functions. The first measure is the linear corre-
lation coefficient (LCC), which gauges the prediction accuracy
between a couple of vectors. The LCC is calculated by

LCC =
∑M

m=1 ãm · b̃m√∑M
m=1 ã

2
m · ∑M

m=1 b̃
2
m

× 100% (19)

where ã = am − ȧ and b̃ = bm − ḃ with ȧ =
∑M

m=1 am and
ḃ =

∑M
m=1 bm (the average values of vectors) and M is the

number of the elements in the vector. The second one is the
Kendall’s rank-order correlation coefficient (KRC) used for es-
timating the strength of dependence of the two vectors. The
KRC is expressed by

KRC =
2(Mc −Md)
M 2 −M

× 100% (20)

where Mc and Md separately mean the numbers of concordant
and discordant pairs in the dataset. And the last criterion is
the root-mean-square error (RMSE), which concentrates on the
prediction consistency, as defined as follows:

RMSE =

√√√√ 1
M

M∑
m=1

(am − bm )2 . (21)

Among the three evaluation criteria above, a good prediction
model is wished to attain the high values in LCC and KRC, and
simultaneously, the small value in RMSE.
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TABLE I
NUMERICAL PERFORMANCE COMPARISON BETWEEN THE TEN

STATE-OF-THE-ART MODELS AND THE PROPOSED PPPC PREDICTOR

D. Numerical Comparison

Based on the testing dataset and evaluation criteria stated
above, we measure the correlation performance of each pre-
diction model tested and implement the numerical comparison
among them, as given in Table I. For convenient comparison,
we have labeled the type of each competing model and offered
the rank in view of their LCC scores. Notice that the type IV is
associated to the proposed PPPC predictor. Evidently, in accor-
dance to the LCC, KRC, and RMSE values, the PPPC model
has achieved the optimal prediction performance, much better
than other competitors. Specifically, the proposed PPPC model
is the unique model whose LCC and KRC values are indepen-
dently beyond 80% and 60%. As compared to the second-place
BIQME method (highlighted in Table I), the PPPC predictor
has acquired the relative performance gains of 49% in LCC and
63% in KRC, respectively. Further, the relative performance
gains between the proposed model and the third-performing
FISH algorithm is separately 75% in LCC and 123% in KRC.

In addition, let us see the rank of all the 11 competing models
as given in Table I. We can find that, among the three types
of prediction models, the entire two models in the second type
(i.e., devoted to the contrast change), and part of models in
the third type (i.e., specific to sharpness/blurriness assessment)
have attained fair performance, whereas the performance of
the first type of models based on NS is quite poor. More con-
cretely, the reason why the proposed PPPC model outperforms
the BIQME is that the BIQME deploys the features concern-
ing NS as well as improper training instances which stem from
man-made artificial contrast-changed images. By contrast with
the BIBLE, the BIBLE only takes the features regarding image
sharpness into account, but overlooks other influences, such as
image color, contrast, etc. Inspired by these results, the features
extracted based on contrast alteration and sharpness measure
can be incorporated into the proposed PPPC method toward
greater prediction performance in the future work.

It is noted that there are three alternative logistic functions for
nonlinear mapping, and the three-parameter function is eventu-
ally used in the PPPC model. In this paper, we further compute
and compare the correlation performance of them. The LCC,
KRC, and RMSE values are as follows.

1) 80.80%, 60.79%, and 51.88 for the three-parameter
function;

2) 81.07%, 60.79%, and 51.44 for the four-parameter
function;

3) 81.09%, 60.79%, and 51.41 for the five-parameter
function.

It is worth stressing that the KRC value of each nonlinear
function is the same on account of the fact that those three func-
tions do not change the monotonicity of input data. We are able
to readily observe that, notwithstanding distinct values in LCC
and RMSE, the differences among the three functions above are
badly small and can be ignored to a large extent. As a conse-
quence, we employ the simplest three-parameter logistic func-
tion in the proposed PPPC prediction model, since the decrease
of free parameters has more potential for good generalization
ability in most cases.

E. Visualized Comparison.

Scatter plots have offered a kind of straightforward compar-
ison, and thus, we show the scatter plots of the PM2.5 estima-
tions yielded by using the prediction model and the true PM2.5
concentrations measured based on the associated instruments.
Considering that the majority of prediction models tested are of
poor performance, this paper only deploys the top four models,
namely NIQMC, BIQME, FISH, and the proposed PPPC, for vi-
sualized comparison, as shown in Fig. 6. In each scatter plot, we
use the black dash lines to label the benchmark ideal prediction.
It is quite clear that the proposed PPPC model has presented
the impressive convergency and monotonicity, conspicuously
exceeding the other three competitors.

F. Statistical Significance Comparison.

Apart from numerical and visualized comparisons, we also
carry out the statistical significance comparison, because it can
seek the differences between two prediction models which are
not caused by some occasional factors but the prediction abil-
ity of a model itself. In this paper, we leverage the commonly
used statistical f-test that follows a variance-based hypothe-
sis and illustrates additional information regarding the relative
performance of different prediction models. The hypothesis be-
hind the f-test lies in that the residual differences of estimated
and observed values of PM2.5 concentration follow a Gaussian
distribution. The f-test examines whether a sample set has the
equivalent distribution to the other and accordingly makes a
statistically sound judgment about superiority or inferiority. In
practice, we employ the f-test to compare the variances of two
teams of prediction residuals: one team of prediction residuals
from the differences between the PPPC’s PM2.5 estimations and
the true observed PM2.5 concentrations; and the other team be-
tween another testing model’s PM2.5 estimations and the true
values. Experimental results validate that the proposed PPPC
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Fig. 6. Scatter plots of the PM2.5 estimations derived by NIQMC, BIQME, FISH, and the PPPC models and the true PM2.5 concentrations
measured using instruments on the testing dataset. The black dash lines are associated to the benchmark perfect prediction.

TABLE II
RUNTIME COMPARISON OF 11 PREDICTION MODELS ON THE TESTING DATASET

model has delivered statistically greater performance than all of
the other prediction models tested in this paper.

G. Runtime Comparison

Ultimately, this paper computes and compares the runtime of
11 competing models (10 popular or state-of-the-art models and
the proposed PPPC model) using the overall 750 pictures in the
testing dataset, because a well-designed model is expected to
be of small runtime and high computational efficiency. This test
is carried out by utilizing MATLAB2014a on a desktop com-
puter with 64-bit operating system, 32 GB internal memory, and
3.4 GHz CPU processor. We tabulate the results in Table II and
highlight the optimal three predictors for easy comparison. As
seen, the proposed model works very efficiently, only consum-
ing less than 0.05 s for calculating a picture, or equivalently,
computing 20 pictures in 1 s. It deserves to emphasize that, in
the aforesaid test, the proposed PPPC method operates with a
series computing. Therefore, the parallel computing might be
introduced to remarkably reduce the runtime, because the spatial

entropy feature and transform-based entropy features in each of
the five scales can be calculated independently.

H. Discussion

Some multivariate statistical analysis methods, such as APLS
[17] and IPLS [18], have been considered in building predic-
tive models, and thus in one future work, they will be used for
incorporating the features extracted based on the analysis of pic-
tures better. Second, another work to be explored in the future
will focus on the multimodal analysis through integrating the
recurrent air quality predictor [41] with the proposed picture-
backed PPPC model. Finally, some crucial modifications, such
as introducing other transform domains, advanced wavelet
bases, or the measurements of image contrast and sharpness,
will be tried to improve the PPPC predictor.

IV. CONCLUSION

In this paper, we focused on and addressed a cru-
cial and practical problem–picture-based PM2.5 concentration
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prediction. Via observations and analyses, it was found that the
orderly of picture saturation can nicely reflect the PM2.5 con-
centration. On this basis, this paper first extracted entropy fea-
tures in the spatial and transform domains. Furthermore, apply-
ing a large number of pictures captured under the good weather,
we established NS models of the above-mentioned two entropy
features. By measuring the likelihood of naturalness between
the entropy features and the statistics models, we are able to
derive a relative value that reflects the possibility that a given
picture has a small PM2.5 concentration. Finally, a simple non-
linear logistic function was used to map the measurement of
likelihood to the estimation of PM2.5 concentration. Results
of experiments validate that the proposed PPPC model has ac-
quired the best correlation performance among all the models
considered in terms of numerical and statistical significance
comparisons. Moreover, the model also has the advantage of
low computational cost. The picture dataset of PM2.5 and the
implementation code of the PPPC model will be released at
https://kegu.netlify.com/.
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